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Innovation can

G E N E R A T I V E  A I

<Slide: Democratizing GenAI>



$7T Opportunity



Motivation: Unlocking Europe’s AI Potential in the Digital Decade - report

30% of Norwegian businesses were 
using at least one AI in 2023

Unlock 748 billion NOK for the 
Norwegian economy by 2030.  



Opportunity: Effects of AI on Knowledge Worker Productivity and Quality

Source: Dell´Acqua - Navigating the Jagged Technological Frontier

Quality improvement from using AI across 18 tasks:
12,5% more work, 26% faster, 40% higher quality

Did not use 
AI Used AI

Quality
Improvement

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4573321


CHATBOTS

VIRTUAL ASSISTANTS          

CONVERSATION ANALYTICS 

PERSONALIZATION

CONVERSATIONAL SEARCH 

SUMMARIZATION           

CONTENT CREATION     

CODE GENERATION                                      

DATA TO INSIGHTS

DOCUMENT PROCESSING 

DATA AUGMENTATION 

CYBERSECURITY                               

PROCESS OPTIMIZATION



Developers: new way of working

The way we interact with systems, software, search engines and tools are changing

• Developers relied on StackOverflow 
since 2008.

• Spend time finding code snippet to do a 
task or solve a bug

• If no solution – you post a question and 
wait for the community to answer.

?
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How does Generative AI work?

Unlabeled
data

Text generation

Summarization

Information extraction

Q&A

Chatbot

Foundation
model

Broad range of 
general tasks

Pretrain Adapt 



Transformers

Source: Vaswani et al (2017): Attention Is All You Need



Attention Mechanism
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“The animal didn´t cross the street because it was too tired”

Source: Illustrated Transformer

Visual Transformer Attention 
Map

http://jalammar.github.io/illustrated-transformer/


Tokenization

17

Source: State of GPT



Tokenization / Embedding

• Input text is split into ‘tokens’.
“The detective investigated” ->
[The_], [detective_], [invest], 
[igat], [ed]

•The tokens are indices into the 
‘vocabulary’:
[The_] [detective_] [invest] 
[igat] [ed_] -> [3 721 68 1337 42]

•Each vocab entry corresponds to a 
learned dense vector:
[3 721 68 1337 42] -> [ [0.123, -
5.234, ...], [...], [...], [...], 
[...] ]



Embedding Concept

word2vector



Amount of tokens needed are different across languages and models

20 https://huggingface.co/spaces/yenniejun/tokenizers-languages



https://docsbot.ai/tools/gpt-openai-api-pricing-calculator



Foundational Models Zoo

22

Llama, Alpaca, Vicuna, Guanaco …
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The Era of LLMs 

Complexity

Cost

Prompt
Engineering

Retrieval
Augumented
Generation

Fine-tuning

Pre-Training



PROMPT CONTEXT OUTPUTFM MODEL

Task description or 
instruction to model

Indicate Output 
Format

Additional/external 
company specific 

information to steer 
the model output

Final output 
generated by the LLM 

model

LLM Model for text, 
image, translation, 
music, video, etc

Prompt Engineering 101

Task Example or Context Foundation Model Task result



1. Instruction Prompting



2. Few Shot Prompting

29

Tell me sentiment of this statement: 
I loved the pizza at that Italian pizzeria

The statement expresses a positive 
sentiment towards a pizza restaurant.

Input

Output

Best Pakistani restaurant in Zurich: Positive
New York stinks, don’t go there: Negative
The talk was on Generative AI: Neutral
This is a rip-off, store not recommended:

Input

Output
Negative

Zero Shot Few Shot



3. Chain-of-Thought (CoT) Prompting

30

Effective with:
- Arithmetic
- Common Sense
- Symbolic reasoning

Works best with ~100B 
parameter model(s)

* https://learnprompting.org/docs/intermediate/chain_of_thought
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• Combines reasoning and acting with 
LLMs. 

Image Source: Yao et al., 2022

• Prompts LLMs to generate verbal 
reasoning traces and actions for a task.

4. ReAct (Reasoning + Action) Prompting

https://arxiv.org/abs/2210.03629


5. Retrieval Augmented Generation (RAG)

Amazon Titan 
Embeddings

Amazon Bedrock 
Foundation Model

Question + Context

Answer

Document Store
FAQs, Wiki…

Knowledge 
base 

1

ContextUser

2

3

New 
DataVector DB

Relevancy Model:
Amazon Titan Embeddings



User Prompt Completion

LLM



Knowledge cut-offs in LLMs

Who is the 
current Prime 
Minister of the 
United Kingdom? 

Who is the 
current Prime 
Minister of the 
United Kingdom?

 Boris Johnson 

(Example from Deeplearning.ai course)

LLM



Retrieval-Augmented Generation (RAG) – High-level

INPUT OUTPUT

Large Language Model

Documents

• Overcome knowledge cut-off
• Enhanced Contextual Understanding
• Improved Factuality (Less Hallucinations)
• Domain Adaptability

Benefits

Context

https://arxiv.org/pdf/2005.11401.pdf

https://arxiv.org/pdf/2005.11401.pdf


LLM-powered applications with 
Retrieval-Augmented Generation (RAG)

User 
Applications

(e.g QnA, ChatBot)

External Data Source

Ochestration library

External Applications

LLM



5. Retrieval Augmented Generation (RAG)

Embeddings

LLM

Question + Context

Answer

Document Store
FAQs, Wiki…

Knowledge 
base 

1

ContextUser

2

3

New 
DataVector DB

Retriever
Search 

0

4



Angus R. Cooper, III - Director since 2018. Mr. Cooper, 47, is 
President of Cooper/T. Smith Corporation in Mobile, Alabama, 
one of the largest stevedoring and maritime-related firms in 
the United States. He has held this position since 2008. He 

serves on the Board of Bryant Bank, as well as numerous civic 
organizations such as the Business Council of Alabama, 

Alabama Wildlife Federation, Delta Waterfowl, UMS-Wright 
Preparatory School, the Bryant-Jordan Student Athlete 

Program, and the Alabama Sports Hall of Fame. Mr. Cooper's 
business experience, as well as his extensive civic leadership 

and community involvement, make him a well-qualified 
member of the Company's Board.

Robert D. Powers - Director since 1992. Mr. Powers, 69, is 
President and owner of The Eufaula Agency, Inc. (an insurance 

brokerage and real estate company), a position he has held since 
1981. Mr. Powers served as a member of the Eufaula City Council 
for 16 years and currently serves on the Boards of Directors of the 

Business Council of Alabama, the Economic Development 
Partnership of Alabama Foundation, and the Alabama Partnership 
for Children. He also served in the U.S. Army (active and reserve). 
Mr. Powers' background and experience as a business owner and 

as a leader in civic, educational, and other not-for-profit 
organizations, along with his considerable knowledge of the 

Company and seasoned business judgment, are valuable to the 
Company's Board.

Step 0: Ingest data to knowledge base

Phillip M. Webb - Director since 2018. Mr. Webb, 62, is President 
of Webb Concrete and Building Materials, a position he has held 

since 1982. Mr. Webb serves on the Board of Directors of 
NobleBank & Trust, as well as numerous philanthropic and non-
profit boards, such as the Business Council of Alabama, Calhoun 

County Home Builders Association, the Jacksonville State 
University Foundation, the Calhoun. 3. County Chamber of 

Commerce, and the Greater Alabama Council of the Boy Scouts of 
America. He is also the Chairman of the Knox Concert Series. Mr. 

Webb's business experience and investment in his local 
community make him a well-qualified member of the Company's 
Board. Each nominee has served in his or her present position for 

at least the past five years, unless otherwise noted. Vote Required.

Catherine J. Randall - Director since 2015. Dr. Randall, 69, is 
Chairman of the Board of Pettus Randall Holdings, Inc. (a real 
estate company), in Tuscaloosa, Alabama, a position she has 
held since 2002. She is the former Chairman of the Board of 

Randall Publishing Company and a former Director of the 
University Honors Program at the University of Alabama. Dr. 

Randall serves on the Board of Advisors of privately-held 
Mercedes-Benz U.S. International, Inc. She has served as 
National President of Mortar Board, Inc., President of the 
Board of Directors of the Alabama Women's Hall of Fame, 
Director of Alabama Girls State, and Chair of the American 

Village Board of Directors. 

…

Knowledge 
base 

New 
Data
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Retrieval Augmented Generation (RAG) - Flow

Embeddings

LLM

Question + Context

Answer

Document Store
FAQs, Wiki…

Knowledge 
base 

1

ContextUser

3

New 
DataVector DB

Retriever
Search 

0

4

docsdocs

Question: What committees is 
Catherine J. Randall a member 

of?

Context: Catherine J. Randall - Director since 
2015. Dr. Randall, 69, is Chairman of the Board 
of Pettus Randall Holdings, Inc. (a real estate 

company), in Tuscaloosa … and a former 
Director of the University Honors Program at 

the University of Alabama. Dr. Randall serves on 
the Board of Advisors of privately-held 

Mercedes-Benz U.S. International, Inc. She has 
served as National President of Mortar Board, 

Inc., President of the Board of Directors of the …

2Retriever search result 



Step 3 and 4: LLM Prompt and Completion

LLM Prompt =
System prompt: “Use the following…”

+
Context: “Catherine J. Randall - Director since 

2015…”
+

Question: “What committees is Catherine J. 
Randall a member of?”

LLM Completion = 
”Board of Advisors of privately-held 
Mercedes-Benz U.S. International, 

Inc.”

3

4
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Retrieval Augmented Generation (RAG) - Flow

Embeddings

LLM

Question + Context

Answer

Document Store
FAQs, Wiki…

Knowledge 
base 

1

ContextUser

3

New 
DataVector DB

Retriever
Search 

0

4

docsdocs

Question: What committees is 
Catherine J. Randall a member 

of?

Context: Catherine J. Randall - Director since 
2015. Dr. Randall, 69, is Chairman of the Board 
of Pettus Randall Holdings, Inc. (a real estate 

company), in Tuscaloosa … and a former 
Director of the University Honors Program at 

the University of Alabama. Dr. Randall serves on 
the Board of Advisors of privately-held 

Mercedes-Benz U.S. International, Inc. She has 
served as National President of Mortar Board, 

Inc., President of the Board of Directors of the …

2Retriever search result 

Answer: ”Board of Advisors of 
privately-held Mercedes-Benz U.S. 

International, Inc.”

Question

Context



RAG helps the model to “look up” external information to improve its responses. 

Source: https://towardsdatascience.com/rag-vs-finetuning-which-is-the-best-tool-to-boost-your-llm-application-94654b1eaba7 



Source: https://towardsdatascience.com/rag-vs-finetuning-which-is-the-best-tool-to-boost-your-llm-application-94654b1eaba7 

Finetuning adjusting the model’s weights based on our data, making it more tailored to our unique needs







Retrieval-Augmented Generation (RAG)
Pre-

training

Fine-tuning 

Prompt 
engineering 

Zero/few shot learning
Retrieval-Augm

ented Generation (RAG)



6. Fine-tuning
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• A lot more accessible through:
• Parameter Efficient Fine Tuning (PEFT)
• Low-precision inference.
• Reinforcement Learning Human Feedback (RLHF) 

• Keep in mind: 
• More technical expertise
• Data pipelines and more interactions
• catastrophic forgetting

 



GenAI Agent – More than a chat bot
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GenAI Agents – More than a chat bot
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https://partyrock.aws/

https://chat.openai.com/
豆包

https://www.doubao.com/

Edge Browser



55https://partyrock.aws/u/Linkcd/SbaKA50rC/Story-teller



https://www.coursera.org/learn/generative-ai-with-llms
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Thank you!

58


